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Still the gold standard in survey research? Comparing face-to-face and 

self-completion data collection in a repeat cross-sectional general social 

survey in Great Britain 

Abstract 

Surveys aim to provide estimates of the behaviour, social conditions, or attitudes for the 

population they seek to represent. Since modern surveys of the general population were first 

established, the best way to collect high quality data was felt to be via face-to-face interviews 

amongst probability samples of households or individuals. However, more recently, face-to-

face data collection in Great Britain has been impacted by declining response rates, increasing 

evidence of interviewer effects, rising costs and a reduction in the number of providers. At the 

same time, self-completion surveys in Great Britain offer an increasingly convincing alternative 

to face-to-face data collection, with higher levels of web penetration and digital literacy, zero 

interviewer effects, relative cost efficiency, as well as promising response rates and 

representativeness. Together these changes call into question whether the face-to-face 

method truly remains the ‘gold standard’ for surveys of the British population. 

This paper compares face-to-face data collection on the 10th round of the European Social 

Survey in Great Britain with an experimental self-completion survey (sequential web to paper) 

conducted at the same time, using the same questionnaire. The self-completion approach 

achieved a considerably higher response rate than the face-to-face survey, slightly better 

representativeness, a much shorter data collection period and substantially lower cost per 

interview. At the same time, it was found that the self-completion survey had slightly inferior 

data quality on some measures. The paper concludes that self-completion data collection 

offers a high-quality alternative to face-to-face data collection in Great Britain, potentially 

becoming the new ‘gold standard’ in the near future for surveys that can be conducted by web 

and paper modes in combination. 
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1. Introduction 

Face-to-face interviewing is one of the oldest modes of survey data collection and is often 
referred to as the ‘gold standard’ in survey methodology, due to the benefits of direct in-
person interaction between the interviewer and the respondent (de Leeuw, 1992, 2008; 
Loosveldt, 2008; Neuman, 2012). Interviewers can play a helpful role in recruiting and 
motivating sampled members, administering the questionnaire according to the principles of 
standardised interviewing, clarifying queries, and probing inadequate responses (de Leeuw, 
1992, 2008; Groves et al., 2009; Loosveldt, 2008). Compared to other modes without direct 
in-person contact, face-to-face interviews offer some unique advantages for collecting high-
quality data. 

Where appropriate individual-level sampling frames are unavailable, like in Great Britain (GB), 
face-to-face contact was also thought to offer the greatest potential for reducing coverage and 
sampling errors (de Leeuw, 2008; Groves et al., 2009). Using address-based samples, 
interviewers visit households, and apply procedures to randomly select eligible respondents 
within households (Gaziano, 2005). Interviewers can also encourage participation in lengthy 
interviews (de Leeuw, 2008; Neuman, 2012), guide respondents through complex 
questionnaires, and utilise visual and auditory stimuli, thereby reducing item non-response 
and premature terminations of interviews. 

At the same time, the greatest asset of face-to-face interviews can also be its most significant 
weakness (de Leeuw, 2008). The presence of an interviewer can influence respondent 
behaviour when formulating their responses (Krosnick, 1991) – for example, by overreporting 
socially desirable behaviours and underreporting undesirable ones (de Leeuw, 2008; Dillman 
et al., 2014; Groves et al., 2009). Variations among interviewers in the application of 
standardised interviewing may further introduce response variance and affect survey statistics 
(Dillman et al., 2014; West & Blom, 2017). In their study on interviewer effects within the 
context of the European Social Survey (ESS), Beullens and Loosveldt (2016) found that failing 
to account for these effects led to an overestimation of effect sizes in relationships between 
survey variables and an underestimation of standard errors. Furthermore, face-to-face 
interviews are often more expensive, time-consuming and have a greater environmental 
impact than surveys administered in other modes, with interviewer training and travel as well 
as the actual interview time escalating costs, especially when there are geographically 
dispersed samples (Ibid). 

Different intertwined factors, reflecting broader methodological, societal, and technological 
changes, have likely contributed to declining response rates in social surveys (Maslovskaya et 
al., 2025). Societal changes have introduced challenges that have exacerbated non-response 
in face-to-face data collection. A trend towards smaller households (Dixon & Tucker, 2010; 
Stoop, 2005), increased workforce participation – particularly among women (Tucker & 
Lepkowski, 2007) – and a rise in single individuals living and working in urban areas (Goyder, 
1987) have all reduced the likelihood of someone being at home for an interview, thereby 
increasing non-contact rates (Durrant & Steele, 2009). Although computer-assisted 
interviewing has improved questionnaire administration, these technological innovations 
require interviewers to learn new technical skills, and can make it harder to retain experienced 
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interviewers who may be less technically minded (Beullens et al., 2018; Dixon & Tucker, 2010; 
Schaeffer et al., 2010). More recently, the COVID-19 pandemic significantly disrupted face-to-
face data collection. It accelerated the decline in response rates; for example, ESS face-to-face 
response rates in the UK fell to 27% in Round 11 (2023) (Fitzgerald, 2024), while in GB, after 
returning to face-to-face data collection in late 2023, the Labour Force Survey (LFS) response 
rates at Wave 1 had fallen to 34% . In GB, the pandemic led to the retirement of many 
experienced interviewers and agencies have been struggling to recruit replacements 
(Charman, Mesplie-Cowan & Collins, 2024). The strengthening of casual workers’ rights is also 
posing a challenge to a sector that has long relied on freelancer employment and paying 
interviewers per completed interview. In addition, public attitudes towards doorstep visits 
may have changed irreversibly, with people becoming more socially averse, which has 
implications for face-to-face fieldwork (Charman et al., 2025; Smith, 2020). These factors have 
led to a diminishing pool of face-to-face interviewers in GB that have to be shared amongst 
the agencies still offering this mode of collection (Charman et al., 2025). Furthermore, the 
COVID-19 pandemic has driven large parts of the population to become more accustomed to 
online activities, and the net effect may be an acceleration of the ongoing shift from offline to 
web-based methodologies (Smith, 2020). 

 

2. Background and literature review  

The challenges to face-to-face surveys outlined above led a number of major UK surveys to 
consider moving to self-completion as either the predominant or the sole mode of data 
collection (Brown & Hancock, 2015; Cabinet Office, 2016; Jäckle et al., 2015; NatCen Social 
Research, 2022; ONS, 2025). This in turn has spawned significant experimentation that has 
enabled comparisons of the relative success of the two approaches. As a result, the data 
collection infrastructure in GB has undergone a paradigm shift. Social surveys are experiencing 
major transformations in their design and implementation. 

Response rates 

Historically, face-to-face surveys have achieved higher response rates than other data 
collection modes (de Leeuw, 1992, 2008; Dillman et al., 2014; Groves et al., 2009). However, 
face-to-face response rates have declined in recent times both in GB and internationally. In 
the United States, Williams and Brick (2018) observed the rate with which face-to-face 
response rates were declining increased from 0.5 percentage points annually between 2000 
and 2005 to 1 percentage point annually between 2006 and 2014, on average, across several 
face-to-face surveys. In Europe, Beullens et al. (2018) analysed data from 35 countries across 
seven face-to-face rounds of the ESS between 2002 and 2014, identifying a trend of decreasing 
average response rates. This trend has continued, with the UK response rates for the face-to-
face ESS falling to 41% in Round 9 (2019) – the last round before the COVID-19 pandemic – 
compared to 51% in Round 2 (2004) (Fitzgerald, 2024). Similarly, de Leeuw et al. (2018) 
reported an average annual decline of 0.73 percentage points in the Labour Force Survey (LFS) 
response rates across 27 countries between 1980 and 2015. In GB specifically, the LFS face-to-
face response rate dropped from 75% in 2004 to below 55% in 2018 (ONS, 2020a) and by 2020 
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had fallen to 45% at Wave 1, before face-to-face data collection was suspended temporarily 
due to the COVID-19 pandemic (ONS, 2020b). 

Even prior to the COVID-19 pandemic, surveys had begun moving either towards online-only 
or mixed-mode data collection, as a response to the increasingly rapid decline in response 
rates in face-to-face surveys, as well as the surge in their fieldwork costs. This move was 
possible due to growing internet penetration and use. The pandemic then created an urgent 
necessity to move some surveys to self-completion modes. The surveys which were already 
preparing for the transition expedited existing transformation plans and implemented the 
new methodology for data collection to circumvent the restrictions imposed by the pandemic. 
Several large-scale surveys in the UK such as the LFS, the National Survey for Wales, and the 
British Social Attitudes (BSA) Survey, made the transition using telephone interviewing during 
the early stages of the pandemic and later moved to mixed-mode strategies, which included 
a large component of online self-administration. Despite decreasing face-to-face response 
rates, several studies found that even lower rates were experienced after switching to these 
other approaches. For example, the BSA decreased from a 44.3% response rate in its last face-
to-face data collection operation in 2019 (NatCen Social Research, 2020) to 16.1% in their 
survey conducted in 2023, that primarily used the online mode (NatCen Social Research, 
2024). Another UK survey, the Community Life Survey, conducted an experimental 
comparison of a self-completion (web plus paper) protocol with the previous face-to-face 
design of the survey in 2012. Response rates for the self-completion survey ranged from 27% 
with no incentive to 39% with a £5 unconditional incentive, while the face-to-face survey 
achieved 60% response (TNS BMRB, 2013). A larger-scale test in 2013-14, with paper 
questionnaires sent only upon request, achieved 27.6% response (TNS BMRB, 2014b), 
compared to 61% achieved by the main face-to-face survey in the same year (TNS BMRB, 
2014a). 

In 2015, the Office for National Statistics (ONS) embarked on the Census and Data Collection 
Transformation Programme (CDCTP), which aimed to make data collection more dynamic and 
efficient by increasing the use of non-survey data sources and by adopting digital-by-default 
data collection. A centrepiece of this programme was an ambition to turn the LFS, which in 
2015 consisted of 75,000 face-to-face interviews, into a primarily online survey. Two large-
scale tests of an online-first design were conducted in 2017. The first (Ipsos MORI, 2018a) 
achieved an overall response rate of 19.9% of households (17.2% of households gave a full 
response where responses to demographic and employment questions were provided for all 
household members). This test included built-in experiments with various design features 
expected to affect response rates, (e.g., the combination of invitation/reminder letters, day of 
mailing, envelope colour, country-specific branding in Scotland and Wales), but any effects 
found were small: the response rate did not exceed 22% with any combination of the features. 
The second test (Ipsos MORI, 2018b), with a revised questionnaire, experimented with 
different forms of incentives. It gained responses from 25.2% of households overall, ranging 
from 19.4% without any incentive to 27.0% with a combination of £5 unconditional and £10 
conditional incentive upon the whole household completing. At this time, the equivalent 
response rate for first wave interviews on the LFS, carried out face-to-face, was 57% (ONS, 
2017), despite the interview being longer than on the experimental online-first version of the 
survey. Thus, at that time – even with incentives, which the face-to-face LFS did not previously 
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use – the online approach appeared to perform much worse than face-to-face in terms of 
response rate. 

Drawing on lessons from these two LFS tests and other development work, ONS conducted 
the Labour Market Test Survey in 2018-19, with a new mixed-mode design in which a push-
to-web approach was followed-up with face-to-face contacts with the remaining non-
respondents. The push-to-web phase achieved 28.4% household response (ONS, 2020c) 
compared to 55.0% household response to the face-to-face LFS in approximately the same 
period (ONS, 2019). 

A recent review of cross-sectional general population surveys with a self-completion 
component conducted between 2018 and 2024 in the UK indicated that response rates for 
self-completion only surveys ranged from 7% to 36% (Domarchi et al., forthcoming). In 
addition, most ESS countries that have implemented the ESS self-completion approach in 
preparation for the full mode switch planned for 2027, have achieved response rates of 
between 30% and 40% (Fitzgerald, 2024). This evidence might be an indication of a paradigm 
shift, but more corroborating studies are needed. 

Given the literature, we expect the face-to-face response rate in our GB comparison to be 
higher than for the self-completion survey. 

Sample representativeness 

When evaluating the quality of a social survey, methodologists are not only concerned with 
the response rates achieved, but also with the representativeness of the achieved sample 
(Dillman et al., 2014; Groves et al., 2009). In the context of social surveys, representativeness 
refers to the degree to which a survey sample accurately reflects the characteristics of the 
target population and is vital for ensuring that it is possible to generalise findings (Babbie, 
2016; Ormston et al., 2024). There is little published information in technical reports 
comparing the unweighted sample composition of face-to-face and self-completion surveys 
conducted within the same studies in GB or the UK. However, some insights are available in 
the literature. For example, in an experimental study evaluating the push-to-web 
methodology for mixed-mode surveys using address-based samples in the UK, Lynn (2020) 
compared the composition of a self-completion sample in a web-first protocol with those who 
participated in a CAPI interview. This study used data from the recruitment wave for a new 
sample to refresh the Innovation Panel, part of Understanding Society: The UK Household 
Longitudinal Study, which is designed for methodological testing and development. The 
results suggested that older respondents (aged 60 or above) were less likely to participate 
online than in face-to-face interviews, compared to those under 60. Similarly, respondents 
with no educational qualifications or less than degree-level education were less likely to 
respond online than those with degree-level education or higher. These findings were 
supported by Ormston et al. (2024) who conducted a review of key UK surveys – though some 
international surveys were also included – examining the impact of mode changes on non-
response bias. The evidence suggested that self-completion surveys were more likely to 
underrepresent older individuals and those with lower levels of education compared to face-
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to-face surveys (Ormston et al., 2024). In terms of sex and urbanicity, Lynn (2020) found no 
significant differences in participation by mode. 

Wolf et al. (2021) compared the sample composition of face-to-face and self-completion 
mixed-mode (web and mail) surveys conducted as part of the 2017/18 European Values Study 
in Germany. They found no evidence of underrepresentation by sex in either mode when 
compared with population statistics. On the other hand, for age, the self-completion mode 
underrepresented respondents aged 18-29 and overrepresented those aged 60-69, while 
face-to-face overrepresented respondents aged 60-69 (to a higher extent than in self-
completion) and underrepresented those over 70. Wolf et al. (2021) also found that both 
modes significantly underrepresented the less educated (perhaps surprisingly more 
pronounced in face-to-face) and overrepresented the highly educated (more pronounced in 
self-completion). Finally, Wolf et al. (2021) found that the face-to-face mode performed 
slightly worse than the self-completion mode by underrepresenting the urban population. 
This finding aligns with other evidence suggesting that residents of large cities may be harder 
to reach through face-to-face methods than through self-completion surveys (Haan et al., 
2014). 

Although males and young people tend to be underrepresented in social surveys, this pattern 
is generally consistent across survey modes (Haan et al., 2014; Ormston et al., 2024). Studies 
have found no significant differences in sample composition by sex across modes (Lynn, 2020; 
Wolf et al., 2021). In contrast, evidence suggests young people are more underrepresented in 
self-completion surveys than in face-to-face surveys (Wolf et al., 2021), older people are more 
likely to participate in face-to-face than in self-completion surveys (Lynn, 2020; Ormston et al., 
2024) and respondents with lower levels of education are less likely to participate in self-
completion surveys (Lynn, 2020; Ormston et al., 2024). Evidence on mode-related effects for 
urbanicity is generally quite mixed (Lynn, 2020; Wolf et al., 2021). 

Based on this literature, we expect that the overall sample representativeness in the face-to-
face survey will be better than in self-completion. Specifically, we expect: 

- there will be no mode differences in representativeness by sex. 

- the face-to-face survey will overrepresent older respondents and underrepresent 
younger respondents, but the self-completion survey will underrepresent younger 
respondents even more. 

- the self-completion survey will underrepresent the lower educated population 
compared to the face-to-face survey. 

- the face-to-face survey will underrepresent respondents in large cities compared to 
self-completion surveys. 
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Data quality 

When it comes to data quality little information is provided in the published technical reports 
of social surveys in GB. In the literature there are mixed findings in terms of the effects of 
survey mode on item non-response. It is worth noting that the way in which item non-
response is handled may differ between face-to-face and self-completion surveys. In the face-
to-face surveys, it is typical for ‘don’t know’ and ‘refusal’ codes to be available to interviewers 
but they are rarely visible or prompted to respondents. This is the approach used in the face-
to-face ESS.  In self-completion surveys, these response options may appear on the 
questionnaire (visible to respondents), be prompted when respondents try to leave a question 
blank (in web surveys only), or not appear at all, with respondents sometimes informed that 
they can leave any question blank if they prefer not to answer (this latter approach is used on 
the self-completion ESS). These variations in presentation can lead to differences in item non-
response levels. 

A systematic review and meta-analysis reported in Čehovin et al. (2023) found significantly 
lower mean item non-response rates for web surveys compared with paper-based self-
completion surveys – however, they did not detect any significant differences in item non-
response in web surveys compared to face-to-face interviews. Conversely, Jäckle et al. (2015) 
found significantly higher item non-response rates in a mixed-mode design including both 
online self-completion and  face-to-face interviews, compared with a single-mode face-to-face 
survey. These findings originate from an experiment in the context of a longitudinal survey in 
which participants had previously been interviewed face-to-face. Meanwhile Jäckle et al. 
(2015, p. 58), found it would generally be expected that item non-response rates will be higher 
in self-completion web surveys compared to interviewer-administered surveys, “unless the 
combination of the nature of the question and the design of the web instrument is particularly 
favourable”, in which case the rates may approach those achieved in face-to-face surveys. 
Given the literature and the nature of the ESS questionnaires discussed in this paper we expect 
to observe higher item non-response rates for the self-completion survey compared to the 
face-to-face one. We examine item non-response in the education variable separately due to 
the complexity of its categorisation. Since prior research has not analysed item non-response 
in this variable, nor specifically examined mode differences for education questions, this paper 
provides unique evidence on whether such differences can be expected when collecting 
education information. 

Some studies in the literature find that straightlining (Krosnick & Alwin, 1988; Reuning & 
Plutzer, 2020) is more common in self-completion web surveys than face-to-face surveys (e.g. 
Heerwegh & Loosveldt, 2006) as it is related to respondents speeding through questions in 
web surveys (Zhang & Conrad, 2014). However, there are also mixed and opposing findings. 
One of the experiments reported in Villar and Fitzgerald (2017) compared the implementation 
of a mixed-mode design in the ESS including web-based interviewing as one of the modes, to 
a conventional face-to-face interview in three countries (Estonia, UK, and Sweden). The 
authors found that the proportion of straightlining respondents was, in general, similar or 
lower in the mixed-mode design than in the standard ESS face-to-face interview. When looking 
at respondents by mode, the authors found no evidence of higher straightlining among web 
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respondents when compared to face-to-face mode. Given the literature we do not expect 
differences in straightlining between the face-to-face and self-completion ESS surveys in GB. 

The limited literature comparing internal consistency across survey modes suggests minimal 
differences (Revilla and Saris 2013; Revilla 2015). Considering this limited evidence, we do not 
expect significant differences in consistency scores between the face-to-face and self-
completion surveys. 

Surveys typically collect information about occupation through open-ended questions asking 
participants to provide their job title and describe their work. These questions are designed 
to gather sufficient data for post-interview coding by specialists using either manual or 
computer-aided coding procedures (Peycheva et al., 2021). Such open-ended questions can 
be administered in both interviewer- and self-completion survey modes. Previous research 
indicates that coding reliability depends primarily on two factors: (1) the quality of the 
information provided by the respondent in the open-ended questions (Conrad et al., 2016) 
and (2) the coding methods employed (Kocar et al., 2023). However, the literature provides 
no evidence that the mode of survey administration significantly affects the quality of 
occupation codes. While previous studies have noted that occupation descriptions may be 
shorter in self-administered modes, potentially influencing coding rates (Conrad et al., 2016), 
emerging evidence suggests that office coding can achieve comparable results across modes, 
with no significant differences observed (Kocar et al., 2023). This paper contributes to that 
growing body of evidence. We therefore expect no meaningful differences between the self-
completion and face-to-face as identical coding procedures are applied to the occupation 
variable (Conrad et al., 2016; Kocar et al., 2023). 

 

3. Research Questions 

The following three research questions (RQs) will guide our comparative analysis of face-to-
face and self-completion data collection among a probability sample of GB respondents in a 
general population social survey. Based on evidence from literature and practice, as reported 
above in section 2, we have outlined below our hypotheses for each RQ. 

RQ1: Can a self-completion general social survey in GB now achieve a response rate as high as 
a face-to-face survey? 

H1: The response rate for the face-to-face survey will be higher than the self-completion 
survey response rate. 

RQ2: Can a self-completion general social survey in GB using probability sampling be as 
representative as a face-to-face survey? 

H2: Overall, the face-to-face representativeness will be better than the self-completion. 
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H2.1: No mode-related differences will be found in representativeness by sex. 

H2.2: The face-to-face survey will over-represent older respondents; younger respondents will 
be under-represented in both, but more so in the self-completion survey. 

H2.3: Lower educated people will be under-represented in the self-completion survey 
compared to the face-to-face survey 

H2.4: Face-to-face surveys will under-represent respondents in large cities compared to self-
completion surveys. 

RQ3: Does data quality differ between the self-completion and face-to-face modes and if so, 
how? 

H3: The overall data quality in self-completion will not differ from face-to-face. 

H3.1a: The item non-response for face-to-face will be lower than for self-completion. 

H3.1b: Regarding the education question, there will be no difference between the two modes 
in item non-response. 

H3.2: There will be no difference in straightlining between face-to-face and self-completion.  

H3.3: There will be no difference in the proportion of open responses that can be coded to 
the occupation variable between face-to-face and self-completion modes. 

H3.4: There will be no difference in the internal consistency of items between face-to-face and 
self-completion. 

 

4. Data 

We use the European Social Survey (ESS) Round 10 sample from GB, collected face-to-face 
(European Social Survey European Research Infrastructure Consortium (ESS ERIC), 2023) and 
compare that to a self-completion survey conducted for part of the same fieldwork period 
(Hanson et al., 2024). The two surveys used an almost identical questionnaire. The ESS is a 
biennial cross-national general social survey conducted in over 30 countries in Europe. The 
self-completion data were collected as part of an experiment, investigating the practicalities 
of transitioning the ESS from a face-to-face to a self-completion survey (Hanson, 2023) which 
built upon earlier development of a self-completion ESS, triggered by the restrictions on in-
person contact due to the COVID-19 pandemic (Fitzgerald & Sibley, 2021). 
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The samples used for both surveys were drawn from the UK postal address file (PAF). However, 
the sampling frame for the face-to-face survey included addresses from Northern Ireland, 
whereas the self-completion survey was restricted to addresses in GB (England, Scotland, and 
Wales). Furthermore, the target population for the face-to-face survey was those aged 15 
years old or over, while for the self-completion survey it was those aged 18 years and over. 
Therefore, for the analysis in this article, respondents from Northern Ireland and those under 
18 years old were excluded from the face-to-face achieved samples1. 

There were differences in the sampling and study designs between the face-to-face and self-
completions surveys. Both surveys used stratified random sampling designs; however, the self-
completion survey employed an un-clustered design, whereas the face-to-face survey used a 
clustered design, to minimise interviewer travel time. The table below shows the design 
effects (DEFF) for the two surveys. 

Table 1 : Design effects for face-to-face and self-completion surveys 

Mode n DEFFp DEFFc DEFF 
Effective n Efficiency (%) 

n / DEFF Effective n / n 

Face-to-face 1125 1.193 1.091 1.302 864 77 

Self-completion 2908 1.263 1.000 1.263 2302 79 

 

For the UK, the ESS aims to achieve an effective sample size of 1500. Based on overall DEFF 
the face-to-face survey would require a sample of 1953 (i.e. 1500 * 1.302) compared to 1895 
(i.e. 1500 * 1.263) for the self-completion survey. 

Although both designs showed some loss of precision, the self-completion survey was 
marginally more efficient (79% v 77%), with the reduction in precision attributable mainly to 
unequal weighting. In contrast, the loss of efficiency in the face-to-face survey reflected the 
combined effects of clustering and weighting. Overall, the results suggest that the self-
completion survey was slightly more efficient than the face-to-face survey. 

For the face-to-face survey, field interviewers recruited participants at the sampled addresses 
once contact was made. In contrast, the self-completion survey used postal invitations sent to 
the sampled addresses. This also influenced the within-household selection methods used in 
each survey. In both cases, a single respondent was selected from each sampled address. For 
the face-to-face survey, the Kish grid method was implemented by the interviewer in 
households with more than one eligible person. For the self-completion, survey households 
were asked to employ the next birthday method, to identify one adult to participate. An 

 
1 For response rates calculations addresses in Northern Ireland were removed from the gross data 
however it was not possible to remove sample units where those aged 15-17 were the target respondent 
as this information is not included on the sample frame. 
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instruction was included in the invitation and reminder letters that the person aged 18+ with 
the next birthday in the household should complete the survey. There were also checks at the 
start of the questionnaire that the person with the next birthday was responding. A key 
advantage of the Kish grid is its potential to minimise selection bias (Díaz de Rada, 2021; Olson 
et al., 2019). However, there is little information in the literature on how frequently 
interviewers implement this correctly. In contrast, the next-birthday method is prone to 
inaccuracies and may introduce selection bias in households with multiple eligible members, 
particularly when variables of interest are related to birth dates or seasons of the year 
(Gaziano, 2005; Smyth et al., 2019). Existing literature suggests that rates of accurate selection 
for birthday methods, excluding single-person households, ranged from the mid-50% to mid-
70% (Olson et al., 2014; Olson & Smyth, 2017; Smyth et al., 2019; Stange et al., 2016; J. 
Williams, 2015). 

Fieldwork for the face-to-face survey was conducted by a large UK social research agency, 
combining CAPI and live video interviewing (LVI) (used as a back-up). Most questions made 
use of showcards, which did not include ‘don’t know’ or ‘refusal’ codes. Respondents were 
informed at the start of the interview that they did not need to answer questions they did not 
want to. All sampled addressed were sent an advance letter to notify them that an interviewer 
would soon visit, which included a £5 unconditional gift voucher. In the last few months of 
fieldwork, due to the low response rate achieved, interviewers offered discretionary £25 gift 
vouchers to all cases where contact was made. 

In contrast, the self-completion data collection was conducted by a small UK research agency 
in collaboration with ESS ERIC Headquarters. Sampled addresses received up to four mailings, 
starting with an invitation letter to complete a web questionnaire, which included a £5 
unconditional cash incentive (bank note). Subsequent mailings were sent only to non-
respondents. A first reminder was sent one week after the main launch invitation letter, a 
second reminder sent two weeks later (including a paper questionnaire), and a survey 
relaunch letter (which did not refer to the earlier mailings) sent six weeks after the second 
reminder. Whilst efforts were made to optimise the web questionnaire for mobile use where 
possible and to ensure the paper questionnaire was easy to use, comparability with the face-
to-face questionnaire was also prioritised. Respondents were informed at the start of the 
interview that they did not have to answer questions they were not comfortable answering 
and could leave them blank (i.e., there were no specific ‘don’t know’ and ‘refusal’ codes). 
Those who had not responded by the time of the survey relaunch received an additional 
unconditional £5 gift voucher. A three-group incentive experiment was incorporated into the 
design of the study, with each groups receiving a conditional gift voucher of £10, £5 or no 
incentive, respectively. 

In terms of questionnaire length, the face-to-face questionnaire included a section with the 
21-item Human Value Scale, which the self-completion questionnaire excluded. When this 
section was excluded from the analysis, respondents spent approximately the same amount 
of time on average completing the questionnaire, regardless of whether it was administered 
by an interviewer or self-completed online. Specifically, the median completion time for the 
face-to-face interview was 51 minutes (95% CI [50.02, 51.98]), compared to 50 minutes (95% 
CI [49.26, 51.41]) for the web self-completion questionnaire. 
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ESS Round 10 was conducted after the easing of COVID-19 pandemic restrictions and end of 
national lockdowns (beginning in August 2021). The timing of this round had a significant 
impact on the effectiveness of the face-to-face approach. The fieldwork period was 
considerably longer for the face-to-face survey (lasting over 54 weeks) compared to the self-
completion survey (nearly 14 weeks). Issues that affected the fieldwork were interviewer 
capacity, as well as respondents’ reluctance to participate in an in-home interview. A 
contingency plan was instated to offer Live Video Interviewing (LVI). 

The table below compares fieldwork characteristics for ESS Rounds 9–11 in the UK, all 
conducted face-to-face. It provides evidence that while Round 10 was a particularly 
challenging round, it was not a complete outlier. For example, the response rate for Round 11 
was only six percentage points higher and the proportion of non-contacts to receive the 
required four visits was lower at Round 11 compared to Round 10. This suggests the 
cooperation rate had recovered slightly but underlines that capacity issues delivering face-to-
face interviewing remain. 

Table 2: ESS UKa response rates Rounds 9–11 face-to-face 

 Round 9 Round 10 Round 11 

Fieldwork dates 
31/08/2018 to 

22/02/2019 
15/08/2021 to 

02/09/22 
03/07/2023 to 

09/12/2023 

Fieldwork duration 25 weeks 54 weeks 22 weeks 

Number of interviewers used 312 233 228 

Non-contact rate (%) 7.2 11.4 8.9 

% of non-contacts to receive 4 visits 71.8 65.6 56.8 

Response rate b (%) 41.0 20.9 27.0 

Notes: 

a: We use UK rather than GB figures here since the ESS publishes UK rates, and Northern Ireland 
makes up a very small part of the sample, meaning that GB rates would be very similar. 

b: The published ESS response rates differ slightly from AAPOR definitions but are closely aligned 
with AAPOR RR2. 

Both surveys employed mixed-mode designs for data collection, to ensure better data quality 
and representativeness of the sample. In the face-to-face survey, data were primarily collected 
through CAPI, with a small proportion obtained via LVI. For the self-completion survey, around 
three quarters of responses were submitted through a web questionnaire, while a around a 
quarter of respondents used a paper questionnaire (see table below). 

  



13 
 

Table 3: Response by mode to ESS Round 10 face-to-face and experimental self-completion 
surveys (Great Britain) 

Mode 
Response mode 

Total valid 
CAPI LVI Web Paper 

 n % n % n % n % n % 

Face-to-face 1082 96 43 4     1125 100 

Self-
completion 

    2120 73 788 27 2908 100 

Notes: Unweighted estimates. 

 

Methods 

RQ1: Response rates 

The response rates presented in this paper were calculated based on the American 
Association of Public Opinion Research (AAPOR) definitions. Response Rate 4 (RR4) was used 
as it accounts for complete and partially complete responses while also incorporating an 
estimate of unknown eligibility (eligibility rate) for nonrespondents (AAPOR, 2023). The 
eligibility rate is a property of the sampling frame and, under expectation, therefore takes the 
same value for both data collection modes. As substantial amounts of unknown eligibility are 
a common feature of self-completion surveys, it is the most appropriate AAPOR rate to use, 
whilst also providing the best basis for comparison to the face-to-face survey. Based on data 
from the ESS Round 10 face-to-face survey for GB, the eligibility rate was estimated at e = 0.93.  

There were differences between the face-to-face and self-completion surveys in how partially 
complete responses were defined. For the self-completion survey, a response was considered 
usable if at least 75% of the ‘ask all’ questions were answered (Hanson, 2023). In contrast, 
there was no fixed rule on inclusion of usable cases for the face-to-face survey. However, only 
2 cases in the dataset answered fewer than 75% of ‘ask all’ questions. 

RQ2: Sample representativeness 

To assess the representativeness of the face-to-face and self-completion samples, 
demographic characteristics (sex, age group, education, and region) were compared with 
external population benchmarks. For sex, age group, and region, the benchmarks were based 
on the GB mid-year population estimates for June 2021 (ONS, 2024). For education, the 
comparison was limited to respondents in England and Wales, using population estimates 
from the 2021 Census for people aged 18 and over (ONS, 2022). This excluded respondents 
from Scotland as the measurement of the highest level of education differed from that used 
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in England and Wales and could not be easily mapped to the International Standard 
Classification of Education (ISCED). The year of the population benchmark estimates was 
chosen because it most closely aligned with the data collection period for both the face-to-
face and self-completion surveys. 

Estimates for each survey mode accounted for the sampling design, specifically clustering and 
stratification in the face-to-face survey, and stratification in the self-completion survey, and 
the application of design weights to adjust for unequal probabilities of selection. Each 
estimate included 95% confidence intervals, which were used to assess whether differences 
from the population benchmarks were statistically significant. 

RQ3: Data quality 

We assessed data quality across four dimensions: item non-response, straightlining, internal 
consistency, as well as the availability of information to support coding of education and 
occupation. 

Independent two-sample t-tests were used to compare means by mode for continuous 
variables. For categorical variables, the c2 test was used to compare distributions by mode. 
The t-tests and c2 tests were based on unweighted samples due to differences in sampling 
designs between the two surveys. Where weighted estimates were used, the estimates for 
each survey mode accounted for the sampling design, and design weights were applied to 
adjust for unequal probabilities of selection. 

We compared the overall item non-response between the two surveys, combining the 3 
separate codes (‘refusal’, ‘no answer’ and ‘don’t know’) used in face-to-face, calculated as the 
proportion of the questions respondents did not answer, out of all the 138 questions that 
were asked to all participants. Only the questions which were the same in both surveys, were 
included in the calculation2. We also assessed item non-response in the question about the 
highest level of education completed by the respondent (“starting from the top and moving 
down the list, please select the highest level of education you have completed from these 
options”). 

To compare the extent of straightlining, we analysed two attitudinal scales available in both 
questionnaires – the trust in institutions scale (8 questions), and the evaluations of democracy 
scale (10 questions). Both were measured as 11-point Likert scales. For each respondent in 
each scale, we calculated a straightlining score, defined as the average deviation from the 
previous answer (Loosveldt et al., 2018; Maslovskaya et al., 2024). The score for each 
participant was calculated as follows: 

 
2 The face-to-face questionnaire contains 29 additional "ask-all" questions not included in the self-
completion version. Consequently, our analysis covers 100% of the self-completion questions and 82.6% 
of the face-to-face questions. 



15 
 

𝑆𝑖 =
∑ abs(𝑋𝑞−𝑋𝑞−1)
𝑁𝑖𝑞
𝑞=2

𝑁𝑖𝑞
, 

where 𝑋𝑞 and 𝑋𝑞−1 are the scores provided by the participants for questions 𝑞 and q-1, 

respectively, while 𝑁𝑖𝑞 is the number of questions for which participant i provided a valid 

score. A lower value in this score is associated with low variability in the responses, and 
consequently with a higher tendency for straightlining. We compare mean values of the 
straightlining scores across the two surveys. The calculation only includes cases where all the 
relevant items have been answered. 

We assessed the potential effects of survey mode for occupation coding. Occupation data was 
collected with three open text questions (“what is the name or title of your job” / “in your 
main job, what kind of work do you do most of the time” / “what training or qualifications are 
needed for the job?”). Coding in each survey was conducted by different organisations with 
different levels of experience of occupational coding, and thus some differences in the results 
might be expected. We assessed the quality of occupation coding by defining a dichotomous 
variable equal to 1 when an occupation code could be assigned for the participant, and 0 when 
the occupation code is missing. 

We also evaluated internal consistency using coefficient alpha (α, or Cronbach’s α), a 
commonly used measure of reliability for a set of indicators (Baldwin, 2019; Reise et al., 2013). 
Values range from zero to one, with higher values indicating greater internal consistency 
between the indicators (Finch & French, 2015). We assessed the internal consistency of 
responses in the face-to-face and self-completion surveys across a set of three questions 
measuring attitudes toward gays and lesbians. Specifically, respondents were asked: “Gay men 
and lesbians should be free to live their own life as they wish”; “If a close family member was 
a gay man or a lesbian, I would feel ashamed”; and “Gay male and lesbian couples should 
have the same rights to adopt children as straight couples”. These items were measured on a 
5-point Likert scale ranging from ‘strongly agree’ to ‘strongly disagree’. As these had ordinal 
levels of measurement, Cronbach’s α was estimated from their polychoric correlation matrix. 
We applied the Feldt’s test of equality to test whether the difference in Cronbach’s α between 
the face-to-face and self-completion surveys was statistically significant (Feldt et al., 1987). 
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5. Results 

RQ1: Response rates 

Table 4 presents the response rates for the face-to-face and self-completion surveys. 

 

Table 4: Response rates for GB ESS Round 10 face-to-face and self-completion surveys 

 Face-to-face Self-completion 

Gross sample 5720 8000 

Complete and usable partial completes 1137a 2908b 

Known ineligible cases 381 8 

Non-response   

Unknown eligibility 763 5084 

Noncontacts and unusable partial completes 3439 0 

AAPOR RR4 (eligibility rate e = 0.93) 21.51% 38.08% 

Notes: 

 a: There was no fixed rule on inclusion of usable cases but only two cases in the data set answered 
less than 75% of ‘ask all’ questions. Includes units where those aged 15-17 were the target 
respondent (N=12). 

b: Usable partial completes include at least 75% of ‘ask all’ questions. 

 

Using the AAPOR RR4, we applied the same ineligibility rate to both surveys based on the 
reported face-to-face rates, since the ineligibility in self-completion appeared to be much 
lower because it relied on calls being made to a helpline to report that the sampled address 
was a business or vacant. The self-completion survey achieved a significantly higher response 
rate (AAPOR RR4 = 38%) compared to the face-to-face survey (AAPOR RR4 = 22%), a very large 
effect size. This was contrary to our expectations and represents a response rate towards the 
top end of what is currently being achieved in self-completion surveys in GB. 

RQ2: Sample representativeness 

The results are shown in Table 5. Estimates from the face-to-face mode had slightly larger 
standard errors than those from the self-completion mode due to the smaller effective sample 
size (Table 1). 
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Sex 

First, we compared the distribution of respondent sex. In the face-to-face survey this is coded 
by interviewers, usually without asking the respondent, whilst in the self-completion survey 
respondents were asked to record this themselves. Although both surveys produced slightly 
lower proportions of male respondents (45% for face-to-face and 46% for self-completion) 
compared to the population benchmark of 48%, these differences were not statistically 
significant and were in line with existing literature. We conclude that the change of survey 
design here made little difference, and men continue to be slightly underrepresented, in line 
with our hypothesis H2.1. 

Age 

The findings were consistent with existing literature and supported our hypothesis H2.2. Both 
surveys significantly under-represented young adults aged 18–24: 7% for both the face-to-
face survey and the self-completion survey, compared to the population benchmark of 10%. 
Similarly, respondents aged 25–34 were under-represented in both modes (10% for face-to-
face and 13% for self-completion) relative to the population benchmark of 17%. However, for 
this age group, the self-completion survey proportion was closer to the benchmark, which was 
unexpected based on the literature. 

Although previous research suggests that self-completion surveys are more likely to under-
represent older respondents than face-to-face surveys, both modes in this study significantly 
over-represented those aged 65+. The proportion was 33% in the face-to-face survey and 28% 
in the self-completion survey, compared to a population benchmark of 24%. Again, estimates 
from the self-completion survey were closer to the benchmark. 

Overall, the self-completion survey performed slightly better than the face-to-face survey in 
reflecting the population distribution by age. It was particularly more successful at reducing 
the over-representation of older adults and slightly improving representation of younger 
respondents, a group traditionally harder to reach in general population surveys. 

Education 

In terms of those with less than lower secondary education, both the face-to-face survey at 
15% and self-completion survey at 16% were slightly lower than the population estimates 
(18%), but these differences were not statistically significant. Relative to the population 
benchmark of 10%, the self-completion survey slightly over-represented individuals with 
lower secondary education at 12%, while the face-to-face survey was not significantly 
different to the population at 10%. Both surveys significantly over-represented respondents 
with upper tier upper secondary education: 16% in the face-to-face survey and 14% in the 
self-completion survey, compared to a population benchmark of 12%. 

Overall, the face-to-face survey performed slightly better in reflecting the population in terms 
of education than the self-completion study. There was one estimate that significantly 
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deviated from the population estimate for the face-to-face survey compared to two estimates 
for the self-completion survey. Nonetheless, both surveys showed reasonable representation 
of the less-educated, an encouraging finding given that this group is frequently under-
represented in general population surveys. 

Region 

Considering region, both the face-to-face and self-completion surveys broadly reflected the 
population benchmarks, except for London, and the self-completion also over-represented 
those in the South East. Respondents from London were significantly under-represented in 
both modes: 7% in the face-to-face survey but much less, i.e. 11%, in the self-completion 
survey, compared to the population benchmark of 14%. This is in line with previous evidence 
that residents of large cities are harder to reach through face-to-face methods than through 
self-completion surveys. In contrast, the self-completion survey slightly over-represented 
respondents from the South East (16% compared to the population benchmark of 14%) 
whereas the face-to-face survey more closely matched the benchmark at 14%. 
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Table 5: Demographic characteristics 

Variables 

Face-to-face  Self-completion 
Population 
estimates 

n 
Prop (%)  

n 
Prop (%) 

Prop (%) 
Est. 

Std. 
error 

95% CI  
Est. 

Std. 
error 

95% CI 
LL UL  LL UL 

Sex             
Male 494 45 0.017 41.61 48.24  1298 46 0.010 43.70 47.67 48 
Female 631 55 0.017 51.76 58.39  1581 54 0.010 52.33 56.30 52 

Age             
18–24 52 7* 0.010 4.98 9.06  142 7* 0.006 5.89 8.44 10 
25–34 119 10* 0.010 8.55 12.57  350 13* 0.007 11.51 14.22 17 
35–49 222 21 0.015 18.46 24.19  610 22 0.008 20.20 23.46 24 
50–64 304 29 0.016 25.95 32.35  809 30* 0.010 28.42 32.19 25 
65+ 421 33* 0.015 29.73 35.69  898 28* 0.009 26.39 29.82 24 

Educationa             
ISCED 1: Less than lower secondary 176 15 0.011 13.00 17.53  467 16 0.007 14.63 17.53 18 
ISCED 2: Lower secondary 98 10 0.011 8.09 12.36  333 12* 0.007 11.17 13.87 10 
ISCED 3: Upper secondary (lower tier) 65 7 0.009 5.38 8.85  222 8 0.005 6.83 8.98 8 
ISCED 3: Upper secondary (upper tier) 153 16* 0.014 13.75 19.39  353 14* 0.008 12.93 16.00 12 
ISCED 4 / 5: Advanced vocational, sub-degree 148 15 0.012 13.05 17.85  431 17 0.008 15.24 18.36 17 
ISCED 5 / 6: Bachelor's degree or equivalent, 
master, or doctoral degree 

350 36 0.017 32.99 39.67  832 33 0.010 30.64 34.48 35 

Region             
North East 59 5 0.007 3.79 6.43  107 3 0.001 3.16 3.67 4 
North West 124 10 0.010 8.36 12.37  321 11 0.002 10.39 11.34 11 
Yorkshire and the Humber 123 10 0.007 8.89 11.77  259 9 0.002 8.14 8.95 8 
East Midlands 85 8 0.009 6.66 10.23  222 8 0.002 7.29 8.07 8 
West Midlands 83 8 0.011 5.58 10.06  258 9 0.003 8.42 9.46 9 
East of England 118 11 0.011 8.69 12.86  313 11 0.002 10.87 11.83 10 
London 80 7* 0.008 5.71 8.83  312 11* 0.003 10.75 11.97 14 
South East 150 14 0.012 11.45 16.25  448 16* 0.003 15.35 16.45 14 
South West 123 12 0.011 9.67 13.86  299 10 0.002 9.66 10.57 9 
Wales 63 6 0.010 4.65 8.77  150 5 0.002 4.65 5.29 5 
Scotland 117 9 0.009 7.76 11.42  219 7 0.002 6.62 7.32 8 

Notes: Unweighted n and weighted estimates accounting for the sampling design with design weights applied. Population estimates based on GB mid-year estimates for June 2021 

(ONS, 2024). (a): The sample is based on respondents from England and Wales, and the population estimates are from the 2021 Census for England and Wales for people aged 
18+(ONS, 2022). (*): denotes statistically significant differences relative to the population estimates.
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Data quality 

Table 6 shows the comparison of the data quality indicators between the two unweighted 
samples. 

Table 6: Comparison of data quality indicators 

Indicator 

Face-to-face Self-completion 

p-value 
n Mean 

Std. 
err. 

95% CI 
n Mean 

Std. 
err. 

95% CI 

LL UL LL UL 

Proportion of item 
non-response 

           

Out of 138 items 1125 0.011 0.001 0.008 0.013 2908 0.023 0.001 0.021 0.026 <0.001 

Education 1125 0.016 0.004 0.009 0.026 2908 0.014 0.002 0.011 0.019 1.000 

Mean straightlining            

Trust in institutions 
scale 

1027 1.879 0.028 1.823 1.935 2820 2.016 0.018 1.980 2.051 <0.001 

Democracy scale 1005 1.911 0.033 1.844 1.978 2663 1.939 0.021 1.898 1.980 0.419 

Occupation codes 1100 0.012 0.003 0.007 0.019 2853 0.180 0.008 0.165 0.196 <0.001 

Note: Mean values, standard errors, and confidence intervals for each survey are weighted using design but not 
post stratification weights. The differences in the unweighted sample sizes are due to missing or inapplicable 
values on each item. 

Item non-response 

From Table 6, and considering item non-response, the mean was significantly higher in the 
self-completion survey (2.3%) than in the face-to-face survey (1.1%) (t = -7.027, p < 0.001), 
although the effect size was small. This is consistent with previous findings in the literature 
and our hypothesis H3.1 and can be partially explained by the role of interviewers in 
encouraging item response in face-to-face data collection. Higher item non-response might 
be a sign of less engagement, but it might also reflect that there is less pressure to answer 
when there is no eagerly awaiting interviewer. 

Figure 1 compares item non-response rates by questions for both surveys. The main 
differences are observed in the last group of questions (later modules), mostly belonging to 
sections C (demographics) and D (rotating module on digital social contacts) of the 
questionnaire in self-completion survey, whereas in face-to-face survey the item non-
response is more evenly spread across the whole questionnaire, with some exceptions. The 
main spike in item non-response is observed in the question about income in section C, which 
has a 12.2% non-response rate in the face-to-face survey, and as high as 22.4% in the self-
completion survey. This result is expected, as non-response rates for income questions are 
frequently high due to both task complexity and question sensitivity (Jabkowski & Piekut, 
2023). 
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We found no difference in the rates of item non-response for the education question, which 
is reassuring (c2 = 0.008, p = 1.0). This suggests that the absence of an interviewer does not 
negatively affect respondents' ability to report their education level despite the long list they 
are required to select their answer from. 

Figure 1: Item non-response across questions common to the face to face and self-
completion survey 

 

Straightlining 

The results of the analysis of straightlining, reported in Table 6 and presented in Figure 2, 
indicate that there are no significant differences across surveys for the democracy scale (the 
t-test for independent samples with equal variances confirms that there is no difference in the 
mean value of this indicator across the unweighted samples (t = -0.808, p = 0.419)). However, 
there is a significant difference in straightlining for the trust in institutions scale, with 
respondents in the self-completion survey exhibiting a higher score, suggesting a lower 
tendency for straightlining; the t-test for independent samples assuming unequal variances 
confirms that there is a higher tendency of straightlining in this scale in the face-to-face survey 
compared to the self-completion survey (t = 3.802, p < 0.001). However, the difference is very 
small as shown in Figure 2. These results for the second block of attitudinal questions are 
consistent with the findings from the AAPOR report (AAPOR Executive Council Task Force et 
al., 2010) which, based on experimental results, suggest that individuals have a higher 
probability of engaging in straightlining when being interviewed face-to-face. 
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Figure 2: Distribution of straightlining scores for two scales in both surveys 

 

Occupational coding 

We also examined how productive the occupation coding was across the two surveys. The 
results (Table 6) indicate a significantly higher proportion of uncoded occupations in the self-
completion survey compared to the face-to-face survey. The proportion of uncoded 
occupations in the self-completion survey (unweighted mean of 18.0%) is significantly higher 
than in the face-to-face survey (1.2%) (c2 = 213.7, p < 0.001). This difference might be partially 
explained by the fact that different organisations conducted the occupation coding for the two 
surveys but most likely reflect differences in the information available to coders. 

Internal consistency 

The internal consistency of the three-item scale was assessed using Cronbach’s α. For the self-
completion survey, the scale reliability coefficient was 0.90, while for the face-to-face survey, 
this was 0.87. A Feldt’s test of equality indicated that this difference was statistically significant 
(F = 1.301, p < 0.001). While both values exceeded the threshold of good internal consistency 
(Baldwin, 2019), results suggest that respondents in the self-completion survey provided more 
consistent responses across the items on attitudes towards gays and lesbians compared to 
those in the face-to-face survey. This might be partly due to reduced social desirability bias in 
self-completion surveys, leading to more uniform responses. 

  



23 
 

6. Conclusions and Discussion 

A direct comparison of face-to-face data collection with a self-completion combination of web 
and paper on a general social survey in GB suggests that, for this type of study, face-to-face 
may no longer be the gold standard. The self-completion survey achieved a much higher 
response rate and better than expected sample composition, which was generally as good as 
for the face-to-face survey, whilst being much faster and considerably cheaper. The face-to-
face survey had slightly less item non-response and better captured occupational and income 
data. Although both surveys showed high internal consistency, the self-completion survey 
showed higher consistency than the face-to-face, while there was no difference between the 
surveys on the measurement of education. Overall, we argue that this self-completion survey 
in GB outperformed the face-to-face survey. The priorities for the future would be to improve 
the measurement of occupation and income in self-completion surveys and look for ways to 
improve data quality. 

When comparing the costs for the Round 10 face-to-face and self-completion approaches, for 
the self-completion survey, the actual cost per completed questionnaire was around one sixth 
than the cost of a face-to-face interview. Notwithstanding that different providers were used 
for the two surveys; self-completion offered a substantial cost saving compared to face-to-
face which should be taken into consideration when discussing the advantages or 
disadvantages of using one mode of data collection over the other. 

The findings in this paper provide survey commissioners and methodologists planning data 
collection with reassurance that a self-completion survey can offer a high-quality alternative 
to a face-to-face survey in contexts similar to that of this study. We believe this holds as long 
as the questionnaire can be rendered on paper as well as online, and if certain guidelines are 
followed precisely, such as unconditional and conditional incentives, communication and 
timing of letters (Dillman et al., 2014). However, more experiments would be needed to isolate 
the impact of each design feature. If these results are replicated more widely it would suggest 
that for general social surveys self-completion methods may offer a new gold standard. 

Our study is not without limitations. The results are based on one survey and may not be 
generalisable to other studies. The comparison focused on self-completion surveys combing 
web and paper in a sequential design and not web only or paper only self-completion surveys. 
In this article we do not look at differences between the web and paper or in-person and video 
interviews. For brevity, we focused our analyses on certain sections and items of the 
questionnaire used. We did not (or could not) explore all quality criteria (such as, within 
household selection and other characteristics of the achieved samples). The fieldwork took 
place towards the end of the COVID-19 pandemic which may have influenced response 
preferences. 

Future research should look at how distributions in the survey data differ between modes and 
the implications for the quality of both data collection techniques. The ESS is undertaking 
various other projects to gain more insight into self-completion data collection and how it 
compares to the interviewer-administered methods. For example, as part of the Survey 
Futures project, an ESS self-completion study has been launched, which to date shows 
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promising results, with response rates similar to those presented here (Reece & Lynn, 2025). 
If these results continue to hold true, we may be able to conclude that the pandemic was not 
the underlying cause of our findings in the present paper, but that a new gold standard might 
be emerging in the field of social surveys of the general population. 
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